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Abstract 

The effective crystal field (ECF) method is applied to d-d excitations in metal oxides of the first transition series as 
measured by optical and EELS techniques. The computations are performed in the framework of the cluster approximation. 
The octahedral clusters are employed to simulate the transition metal ions in the bulk, the square pyramidal ones for 
simulation of the ions on the (100) crystal surfaces. A fair agreement between the calculation performed without additional 
parameter adjustment and experiment is reached when the effect of the Madelung potential on the electronic structure of the 
oxygens surrounding the transition metal ion and by this on the effective crystal field induced by them is carefully taken into 
account. 

Ke~wordst Transition metal oxides; Effective crystal field; Madelung potential 

1. Introduction 

Electronic structure of transition metal com- 
pounds (TMC) reattracted recently considerable 
interest in connection with the oxide materials 
like cuprates or manganites which manifest un- 
usual physical properties being, respectively, 
high T, superconductors or magnetics [1,2]. 
Meanwhile, even the electronic structure of rela- 
tively simple transition metal compounds like 
their oxides with the rock salt crystal structure 
is far from being completely understood. The 
d-d-spectra of transition metal oxides (TMO) 
provide important information on their elec- 
tronic structure. The metals in the second half 
of the series (Mn, Fe, Co, Ni) form the rock salt 
oxides which are antiferromagnetic (AF) insula- 

tors. d-Electrons in these compounds form local 
momenta corresponding to an integer number of 
electrons in their d-shells. These momenta inter- 
act by the superexchange mechanism and at low 
temperatures form ordered (AF) states. The spin 
waves generated from these states are the lowest 
energy excitations of the AF TMO. The excited 
states of higher energy are usually ascribed to 
one of the two classes: d”d” + d”+ Id”- ’ excita- 
tions of the average energy U and d” -+ L ’ d” * ’ 
with the average energy A. The states of the 
former type are those with an electron trans- 
ferred from one d-shell to another one; those of 
the latter type are the states with an electron 
transferred from (or to) the band state of the 
ligands (oxygens) to (or from) the d-shell. The 
oxides where the states of the former type have 
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lower energy (U -+z A) are termed as Mott- 
Hubbard insulators (MHI) whereas those of the 
latter type (U B A) are termed as charge trans- 
fer insulators (CTI). The classification of the 
electronic structure of TM0 in terms of the 
excited states of these two types whatever use- 
ful it is for understanding of electronic transport 
in TM0 leaves aside other important excita- 
tions, namely, those where excited d-electrons 
do not leave their metal ion but rearrange them- 
selves within its open d-shell. These d” + d” 
excitations are frequently referred to as the crys- 
tal field (CF) excitations. These excitations are 
important in describing the optical properties of 
the TM0 [3] and also for analysis of their 
chemical properties (including catalytic activity) 
[4]. Some of these excited states have energies 
lower than those of either Mott-Hubbard or 
charge-transfer excitations and thus are placed 
in energy next to the spin-wave excitations. The 
sequence of the excitations in TM0 is thus as 
follows: spin waves, CF and then Mott-Hub- 
bard or charge-transfer excitations. This picture 
of the spectrum combines the ideas of works 
[Ml. 

The d-d-excitations of the CF type are of the 
local character and thus can be considered in the 
cluster approximation when only the TM ion 
and its closest neighbors are considered explic- 
itly whereas the rest provides the electrostatic 
potential of the ionic charges only. Within this 
general setting there are many ways for per- 
forming quantum chemical computations. 
Largely, they are being done by various ver- 
sions of ab initio techniques and are largely 
based on the self consistent field (SCF) approxi- 
mation. The SCF approximation faces the fol- 
lowing main problems when applied to TMC 
(for more detailed discussion see Ref. [7] and 
references therein): 
1. The Koopmans’ theorem is not valid for the 

states with large contributions from the 
atomic d-states. 

2. The Aufbauprinzip is frequently broken for 
the orbitals with significant contributions 
from the atomic d-states. 

3. The iteration procedures implied by the SCF 
approximation converge very slowly or oscil- 
late. 
These problems indicate that the SCF ap- 

proach is a poor starting point for description of 
the electronic structure of TMC. Physically the 
problem with the single determinant SCF ap- 
proximation is that the latter overestimates the 
weight of the configurations with electrons 
transferred from or to the d-shell. This effect 
was termed by Mahieu [8] as strong fluctuations 
of charge in the SCF ground state. This property 
of the SCF approximation lead to smearing of 
the multiplet structure of free transition metal 
ion. Such a smearing is acceptable for carbon 
atoms in organic molecules but is unacceptable 
for the TMC where the multiplet structure of the 
free transition metal ion is in fact retained [9]. 
Their ground state cannot be presented by a 
single Slater determinant with sufficient accu- 
racy and some other configurations must be 
added. The problem which arises in this concern 
is that the CI series taking the SCF orbitals as a 
one-electron basis set converge rather slowly 
and thus a large number of configurations must 
be taken. Meanwhile, the major part of these 
configurations is necessary to compensate the 
intrinsic error of the underlying SCF approxima- 
tion i.e. the strong fluctuations of charge in the 
d-shell [9]. This approach has been tested in [lo] 
using NiO and Co0 clusters as examples. It 
turned out that delocalization of d-electrons as 
obtained from the SCF calculation is indeed an 
artifact of this method and is cured alternatively 
either by a CI treatment including the delocal- 
ized states or by pair-wise rotations involving the 
same occupied delocalized states. A more or 
less satisfactory result may be obtained only in 
the case when all the orbitals of the t,, symme- 
try (02~ and Ni3d) are included in the CI 
expansion. This move effectively improves the 
one-electron d-basis for the CI expansion. How- 
ever, the magnitude of 1ODq obtained in [lo] is 
too small. Further improvement has been pro- 
posed in [ill, where the ligand to metal charge 
transfer states were taken into consideration in 
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the local basis by means of so called first order 
CI (FOCI) method. It turned out that the contri- 
bution of the charge transfer states to the ground 
state and the d-d excited states was small, but 
their effect on their energies was significant. 
That made us think that an alternative approach 
recently suggested independently [7] for isolated 
transition metal complexes might be of use as a 
simple tool for describing electronic structure of 
TMO’s as well. The effective crystal field (ECF) 
method [7] starts from the assumption that the 
d-shell of the central ion contains some number 
of electrons which is fixed by the oxidation 
state of the ion. The rest of electrons forms the 
closed shell state and is described in the SCF 
approximation. This setting from very begin- 
ning excludes the possibility of excessive charge 
fluctuations. The corrections due to electron 
transfer between the d-shell and the rest are 
taken into account (like in [ 111). However, the 
fact that the weight of the charge transfer con- 
figurations is small led to the idea [7] to restrict 
the configuration space to that of the CFT by 
replacing the total Hamiltonian of the system by 
an effective one (see below). This approach led 
to the effective crystal field (ECF) method which 
has been implemented semi-empirically [7]. It 
was extensively tested and has been proven to 
be a useful alternative to the SCF based meth- 
ods [ 121 in the case of the isolated molecular 
transition metal complexes. In this paper we 
apply the ECF method to analysis of the d-d- 
spectra of TM0 and show that the method is 
useful for interpreting the data obtained by vari- 
ous methods probing the excitations of the CF 

tY Pe. 

2. Account of the method 

The formal derivation of the effective crystal 
field (ECF) method proceeds as follows [7]. The 
whole set of the valence atomic orbitals (AO) of 
the TMC (it includes the 4s-, 4p- and 3d-AOs of 
the metal and the valence AOs of the ligand 
atoms) is divided in two parts. The first part 

contains only 3d-orbitals of the transition metal 
atom (d-subsystem). The second part contains 
4s-, 4p-AOs of the transition metal and the 
valence orbitals of the ligand atoms (ligand 
subsystem or l-subsystem). Then the total 
Hamiltonian for a TMC can be written as fol- 
lows: 

H=H,+H,+H,+H, (1) 

where Hd is the Hamiltonian for the d-electrons 
in the field of the atomic cores of TMC, H, is 
the Hamiltonian for the electrons of the l-sub- 
system, H, and H, are, respectively, the 
Coulomb and the resonance (electron hopping) 
interaction operators between the two subsys- 
tems. 

For most of TMC with closed-shell ligands 
the excitations in the l-subsystem are very high 
in energy as compared to the energies of the 
d-d excitations and thus their contribution is 
negligible. The ground state of the l-subsystem 
can be described by a fully symmetric closed 
shell Slater determinant @, with zero total spin. 
The wave function Qfl for the nth electronic 
state of a TMC then takes the form: 

where I nd k) are the spin and symmetry adapted 
n,-electron wave functions constructed on the 
metal d-orbitals; CG are variation parameters. 
Both the spin multiplicity and the point symme- 
try of the functions of this type coincide with 
the multiplicity and the symmetry of the func- 
tions @i of the d-subsystem. 

The wave functions of the type Eq. (2) corre- 
spond to the fixed integer number (n,> of elec- 
trons in the d-shell of the metal ion. All matrix 
elements of the resonance operator H, calcu- 
lated with the functions of that type are vanish- 
ing. In order to include the effects of the reso- 
nance interaction (i.e. the virtual charge trans- 
fer) between the subsystems we pass to the 
eflectiue Hamiltonian H”” [7] which operates in 
the subspace spanned by the functions Eq. (21, 
but by construction [ 131 has the eigenvalues 
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coinciding with those of the original Hamilto- 
nian Eq. (1): 

Heff=PHoP+H,, H,,=H,+H,+H,, 

H, = PH,Q< EQ - Qfh,Q)-‘QW’ (3) 
Here P is the projection operator on the sub- 
space of functions with the fixed number of 
d-electrons and Q = 1 - P. 

The variational problem for the effective 
Hamiltonian H eff within the sub-space spanned 
by the wave functions of the type Eq. (2) splits 
into a pair of interconnected equations for @d” 
and @, (see Refs. [7,13]): 

HfffcQ’ = EdW:, HPff@, = E,@, (4) 
with the effective Hamiltonians for the subsys- 
tems defined by: 

Hiff = Hd + (@,I& + H,]@,), 

HFff = H, + (@d”l H, + H$‘,“) (5) 
Since the l-subsystem is described by a single 
Slater determinant @r the latter must be found 
from the self-consistent field procedure applied 
to the Fock operator FFff derived from the 
Hamiltonian HPff by the standard method 
[ 13,141. Proceeding semi-empirically we apply 
the standard CNDO parameterization [ 141 for all 
ligand orbitals. The solution of the Hartree-Fock 
problem for the l-subsystem gives one-electron 
density matrix Pk,, energies of the molecular 
orbitals (MO) ei, and MO LCAO coefficients 
cik [14]. These quantities completely describe 
the electronic structure (including atomic 
charges) of the l-subsystem within the accepted 
approximation. They are used to construct the 
effective Hamiltonian Hiff Eq. (5) by averaging 
the operators H, and H, over the ground state 
@, of the l-subsystem. That leads to the effec- 
tive Hamiltonian Hiff for d-electrons only: 

Hiff = c U;;fd;,d,, + $ c c 
pvu PUP7 rr 

x( pvl m)+L$& (6) 

where the Coulomb interaction is taken as in the 
free ion and the effective core attraction param- 

eters Ulzf contain the corrections originating 
both from the Coulomb and the resonance inter- 
action of d- and l-subsystems: 

u,“y” = s,,u,, + w;r + w;; (7) 

where 

wi?=S,.( i,SnSPIP,r) + ~(pIL-zL)v~ 

(8) 

is an ionic term having the standard CFT form 
and 

T: = - CP,iPvi 
i 

C1 - ni/2> Cnd2) 

i AEdi -hE,, 
i 

(9 
comes from the resonance. Here Pii is the 
diagonal matrix element of the one-electron 
density matrix of the l-subsystem; P, = 
Cl, L P,, is the electronic population on the 
ligand atom L; Z, is the core charge of the 
ligand atom L; V’b is the matrix element of the 
potential energy operator describing the interac- 
tion between a d-electron and an electron placed 
on the ligand atom L; ni is the occupation 
number of the ith ligand MO (n, = 0 or 2); 
A Edi (A Ei,) is the energy which is required to 
transfer an electron from the d-shell (from the 
ith MO) to the ith MO (to the d-shell); & is 
the resonance integral between the @h d-orbital 
and the ith ligand MO [7]. 

After the effective Hamiltonian for d-elec- 
trons is constructed the states of yld electrons in 
the d-shell are calculated by diagonalizing the 
matrix associated with Hiff in the nd electron 
wave function basis set. The ground state of the 
whole complex is then obtained by taking the 
external product of the ligand Slater determinant 
and that n,-electron wave function obtained by 
the diagonalization of Hfff which has the low- 
est eigenvalue. The d-d excited states (they are 
the low lying excitations of the whole) are then 
obtained by multiplying other n,-electron func- 
tions by the same Slater determinant. The d-d 
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excitation energies can be then estimated as the 
differences between the eigenvalues of the cor- 
responding eigenstates of the effective Hamilto- 
nian Htff. 

3. Calculation details 

We used the ECF method described in the 
previous section to calculate electronic structure 
of a series of the MOP”- ‘I- clusters, where 
M = Mn, Fe, Co, Ni, chosen to represent the 
fragments of the oxide crystals, Only one metal 
ion with surrounding oxygen ions were taken 
into account. Octahedral clusters MO:‘- were 
used to represent the TMI’s in the bulk of the 
respective oxides. We did not undertake any 
reparameterization of the ECF method. We used 
the parameters PM--O as they were obtained in 
[ 121 in order to describe the d-d spectra of the 
[M#I,01,]2+ ions and the Burns’ exponents for 
the metal d-orbitals. We also employed the free 
ion values of the Racah B and C parameters. 
Of course, one could expect that the orbital 
exponents for oxygen ions must be different 
from those accepted in the standard quantum 
chemical approaches to take into account very 
different ionic state of the ‘02- ’ in oxides 
oxygen from the oxygen atom in water molecule. 
It turned out, however, that the standard oxygen 
exponents satisfactorily reproduce the experi- 
mental dependence of 1ODq on Cu-0 distance 
in a series of Ln,CuO, cuprates [18]. Hence, we 
decided it to be worthwhile to check the appli- 
cability of the ECF approach as is without 
additional reparameterizations. We also con- 
sider our calculation present in this paper as a 
test for general validity of our methodology 
developed in Ref. [7] for molecular complexes 
of transition metals in the case of TMO’s. 

Several aspects may be important in this 
concern. First, in the case of the extended TM0 
crystal the ligand states are the 4s-, 4p-M-2p-0 
bands which split the d-states of each TM1 by 
the mechanism described above. In the cluster 
approach these bands are mimicked by the MO’s 

of the ligand system of the cluster. It is, how- 
ever, known that the properties of the band 
states are fairly well reproduced by the delocal- 
ized MO-LCAO of the cluster. Second, the 
electric field felt by the electrons in the singled 
out cluster differs from that in the three-dimen- 
sional crystal due to the Madelung field. The 
influence of the charges outside the cluster is 
threefold. First, the charges outside the cluster 
induce additional splitting of the d-levels. It is, 
however, known [ 151 that the splitting due to 
the charges outside the cluster is negligible. 
Second effect which might be operative is the 
variance of the net atomic charges of the oppo- 
site signs from those in the crystal due to the 
Madelung terms in the total energy. The 
Madelung term in the energy tends to separate 
charges and thus those obtained in the cluster 
calculation must be smaller by the absolute 
value than those in the actual crystal. This effect 
is known to be not very strong. Moreover, in the 
case of the isolated complexes the calculated 
atomic charges on the ligand atoms contribute at 
best 10% of the total splitting. We think thus 
that small corrections to the splitting due to 
minor variations of the atomic charges may be 
neglected. The last effect of the Madelung forces 
is the most important of all listed. According to 
[5,16,17] the difference of one electron poten- 
tials in the unit cell can be expressed in terms of 
the Madelung potentials. This potential applies 
to all electrons on any site of the unit cell. The 
corresponding change must be taken into ac- 
count when the energy denominators in Eq. (9) 
are calculated. This effect is relatively strong 
due to the fact that a major fraction of the 
splitting is controlled by the covalent terms. 
However, one must note that the values of AV, 
given in Ref. [ 161 cannot be directly inserted in 
denominators of Eq. (9). The reason is that the 
charges in the cluster itself also contribute their 
Coulomb field to the energies of the charge 
transfer states in the energy denominators. We 
must thus replace the energy difference due to 
the charges in the cluster itself by the energy 
difference found for the entire crystal [ 181. 
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Some remarks concern the procedure of cor- 
relation the calculated energies of the surface 
states and those measured by different experi- 
mental techniques. The most important uncer- 
tainty here comes from the fact that even for the 
surfaces which do not reconstruct in a sense 
which is accepted in surface science, the inter- 
atomic distances definitely are not equal to those 
in the bulk. Nevertheless, all calculations are 
performed for the interatomic distances mea- 
sured by X-ray techniques for the bulk and 
ultimately must not coincide with experimental 
data. 

4. Results and discussion 

We undertook the study of the TMO’s of the 
second half of the first transition row. The 
detailed results of our calculations concern NiO 
and Co0 clusters. 

When considering the results on charge dis- 
tribution in the clusters extracted from the anal- 
ysis of the CNDO part of our calculation on the 
ligand subsystem one can see that they fairly 
correspond to the intuitive picture of the charges 
in the TMO’s with the rock salt structure. The 
net charges on the oxygen ions are about 1.80 
+ 1.85 for all four considered oxides. The only 
counterintuitive feature is the total charge on the 
TMI’s which amounts about + le rather than 
about + 2e which one could expect for the bulk 
of the crystal. This is one of the consequences 
of cutting the cluster from the crystal. These 
charges are not consistent with the crystal struc- 
ture and they are also smaller by the absolute 
values than the correct ones. The counterintu- 
itively low charge on the metal atom can be 
nevertheless easily understood if the balance of 
the total charge in the cluster is taken into 
account. The atomic charges obtained within the 
ECF approach do not have much sense by them- 
selves and give only a general picture of elec- 
tron distribution in the complex (cluster). 

The energies of the excited d-states are very 
important since they can be related with the 

observable properties. The characteristic quan- 
tity in this respect is the 1ODq parameter which 
is 0.81 eV for NiO, 0.88 eV for COO, 1.01 eV 
for Fe0 and 0.94 eV for MnO. For these highly 
ionic clusters our calculations ascribe 20% of 
the total splitting to the contribution of the 
atomic charges. This result will not change sig- 
nificantly if the net charges on the oxygen ions 
are increased by further account of the Madelung 
corrections. That means that perhaps the result 
of [19] where the contribution of the point 
charges amounts to about 30% of the total 
splitting can be attributed to effectively longer 
tails of the atomic one-electron d-functions used 
in [ 191 as compared to rather contracted Slater 
type orbitals with Burns’ exponent used in our 
work. 

The ground bulk states in all the cases are 
defined within our method in the exact coinci- 
dence with the experimental data [20]. The cal- 
culated excited states 5E, at 1 .O eV for Fe0 and 
4T,, at 2.83 eV, 4Tze at 3.25 eV and degenerate 
4Eg and ‘Alg states for MnO are in acceptable 
agreement with the experimental data for these 
oxides [20]. 

The calculated energies of d”-multiplet states 
for clusters cut from Co0 and NiO are pre- 
sented in Tables 1 and 2 together with some 
comparable experimental data [20-271. Another 
remark concerns the procedures of comparison 
of the experimental data and calculated state 
energies. The electron energy loss spectra 
(EELS) is concerned as a powerful method 
probing electronic states of solids. There is, 
however, a considerable uncertainty concerning 
the nature of the states probed by this technique. 
According to [20] one should expect the surface 
states to be seen in the EELS spectra. However, 
it is also stated by the same author that in effect 
the bulk states are seen. This opinion is ulti- 
mately based on the fact that the number of the 
bands observed in the EELS spectra is much 
smaller than the number of the states found in 
the CF calculation for the surface cluster with 
the lower symmetry C,,. This is certainly a 
contradiction since the penetration depth of the 
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Table I 
Calculated transitions in the [NiO,,] clusters 

State Calculated Observed 

OA Ref. EELS Ref. 

‘A,, (B), ‘B, (S) 0.00 0.00 0.00 
‘E (S) 0.51 0.60 L22.241 
‘T?, (B) 0.8 I 0.75? [23] 0.80 DOI 
‘B, (S) 0.90 1.05;l.l [21,22,24] 
‘A; (S) 1.05 1.13 [231 
‘E(S) 1.33 
‘T,, (B) 1.39 1.4 El1 
‘A,‘(S) I .76 1.62 [241 
‘E, (B) I .98 1.95 [23] 
‘B, (S) 2.12 I .87 [241 
‘E(B) 2.59 2.15 [23] 
‘A? (S) 2.66 
IT?, (B) 2.72 2.75 [23] 
‘A, (S) 2.80 2.15 ml 
' B; tS) 2.95 2.90 WI 
3T,g (B) 3.00 2.95 [23] 
‘E(S) 3.09 3.10 D4 
‘A,, (B) 3.11 3.25 [23] 
‘A, (S) 3.23 3.25 @II 

incident electrons is relatively small at least for 
low energy of the incident beam and for that 
reason the intensity of the bulk states scattering 
must be much smaller than for the surface ones. 
Accordingly, the EELS spectra generally mani- 
fest the width of the bands of about 0.2 eV 
which is comparable with the splitting of the 
states in the C,, clusters MO:- used to repre- 
sent the surface TMI’s. All these facts together 
suggest an idea that the intense bands seen in 
the EELS spectra might be in effect convolu- 
tions of close surface states whereas weak fea- 
tures in these spectra are due to the bulk states. 
With this idea in mind we can try to reinterpret 
the EELS spectrum of NiO found in Ref. [21]. If 
we accept as it is proposed in [21] that the small 
bump at 1.8 eV is a real band then the small 
bumps at about 0.8, 1.4 and 2.1 eV also are. We 
interpret them as the bulk states with low inten- 
sity. The intense bands at 1.05, 1.65, 1.8 and 
3.0 eV are then the convolutions of the surface 
states rather than the bulk transitions. With this 
assumption we can fairly correlate the available 
data with our calculations on the NiOA@ and 
NiOt-- clusters. Indeed the low energy surface 

state at 0.6 eV observed in Ref. [22] fairly 
corresponds to the lowest excited ‘E state in our 
calculation on NiOt-, the small bump at 0.8 eV 
can be interpreted as the low intensity bulk ‘T,, 
state. The wide intense band at 1.05 + 1.10 eV 
interpreted in [21] as the 3A2s + ‘TZs transition 
is indeed the convolution of two ‘B , --) 3B, and 
3B, --+“A2 surface transitions. Further analysis 
allows us to interpret the small peak at 1.4 eV 
[21] as the 3A2s +3T,, bulk transition, strong 
peak at 1.66 eV is then the 3B, + ‘A, surface 
transition and the small feature at 1.8 eV on the 
slope of the latter as the 3Bl + ’ E surface tran- 
sition. It is difficult to decide how the authors 
[22] distinguish two transitions at 1.6 and 1.7 
eV. We think that this is the 1.66 eV feature 
from [21]. However, at higher energy we can 
support the interpretation of the data of Ref. 
[21] in the range of 2.75 + 3.10 eV as “B, 4’ 

Table 2 
Calculated transitions in the [Coo,,] clusters 

State Calculated Observed 

OA Ref. EELS Ref. 

‘T,, (B), ‘A2 (S) 0.00 0.00 
‘E(S) 0.22 0.05 1271 
‘Bz (S) 0.66 0.45 [27] 
‘TZg (B) 0.76 0.90+ I.1 1’51 
‘E(S) 0.89 0.85 [22] 
‘A, (S) I .56 
‘Eg (B) 1.66 1.61 [251 
‘A:, (B) 1.64 
‘B, (S) 1.63 
‘E(S) 2.17 2.05 [22] 
‘Al (S) 2.25 2.25 [22] 
‘B, (S) 2.29 
‘T,, (B) 2.32 2.03 [251 
"L,(B) 2.35 2.05 1251 
‘E(S) 2.34 
‘B? (S) 2.52 
IT,, (B) 2.44 2.26+2.33 [25] 
‘E(S) 2.63 
‘E(S) 2.84 
‘T,, (B) 2.91 2.49~2.56 [25] 
‘A??(S) 2.92 
‘Alg (B) 2.91 2.61 [251 
‘A, (S) 2.98 
‘TZ, (B) 3.29 
‘A2 (S) 3.19 3.2 WI 
‘E(S) 3.37 
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A,, 3B, + ‘A*, 3B, + ‘B, and 3B, + ‘E surface 
transitions. The high energy surface transition 
3B 1 + ‘A, is for an unknown reason visible also 
in the optical absorption spectra. Some of our 
assignments are in certain disagreement with 
those present in the literature. However, the 
latter are not always unequivocal. It is generally 
accepted that in the NiO crystal the first bulk 
CF transition c3Azp +3TZ,) is about 1.1 t 1.15 
eV in energy which is supported by the optical 
absorption measurements [23]. However, a care- 
ful inspection of the data set of [23] shows that, 
first, the intensity of this presumably spin al- 
lowed transition is very low. It is in effect less 
intense than any other transition observed in the 
optical experiments [23] including the spin for- 
bidden ones. On the other hand if we accept that 
some very weak transitions are possible we can 
see a weak shoulder at about 0.75 eV on the 
curve presenting the spectrum recorded at the 
room temperature [23]. Unfortunately, the low 
temperature spectrum had not been recorded in 
the energy range 0.5 + 0.9 eV and this part of 
the spectrum had been intelpoluted in [23]. It is 
not possible to say whether there is any feature 
on the low temperature spectrum in this energy 
range. However, if we look at the higher energy 
features at 1.95, 2.15 and 2.75 eV visible in the 
low temperature spectrum we can see that these 
features almost completely disappear in the room 
temperature spectrum. At best they become even 
less pronounced than the shoulder at 0.75 eV. 
So we make a conclusion that it is possible that 
there is a bulk CF state in NiO at about 0.75 eV 
which we interpret as the 3T,, state. This is in 
agreement with our calculation made with the 
parameters extracted from analysis of the hex- 
ahydrate complexes of transition metals [12]. At 
the same time we must say that the feature at 
2.15 eV which was clearly seen but not inter- 
preted in [23] simply disappeared from the sets 
of the experimental optical data presented in the 
works devoted to EELS spectroscopy of NiO 
and related calculations. Our approach gives a 
suggestion allowing to assign this feature to the 
bulk 3A 2g + ‘E spin forbidden transition. Of 

course, we cannot give any other interpretation 
to the bands in the range 1 .O t 1.15 eV rather to 
consider them as convolutions of the surface 
states. In [24] it is proposed to expose the (100) 
surface of NiO to NO in order to study the 
EELS spectra of the surface covered by adsor- 
bate. The bands sensitive to the NO adsorption 
were attributed to the surface states whereas the 
insensitive ones to the bulk states. However, 
also in this case the interpretation of the experi- 
mental measurements is not that straightforward 
either. First of all it is not that evident that the 
surface 3E state at 0.57 eV migrates to 0.9 eV 
under NO adsorption. It may well happen that 
the 670 meV = 0.67 eV feature with somewhat 
lower intensity is the 3B 1 + 3E surface transi- 
tion slightly shifted under NO coordination. In- 
cidentally the calculation of [24] predicts only 
rather small upward shift for this transition, 
much smaller than the 0.3 eV shift attributed to 
it in that work. At the same time the band at 
1.0 t 1.15 eV turns out to be sensitive to the 
NO adsorption though it was assigned previ- 
ously to the bulk transition. In our work we 
consider it as a convolution of the two surface 
transitions (3B 1 +3B2 and 3Bl +3A2). The ef- 
fect of NO adsorption towards such complex 
bands depends on the nature of the component 
states. According to our calculation (which is 
also in agreement in this respect with [24]) the 
surface states 3B, and 3A2 appear due to the 
splitting on the surface of two different triply 
degenerate bulk manifolds: 3T,, and 3Tl,, re- 
spectively. Adsorption of NO molecule on a 
surface Ni2+ ion makes its environment more 
symmetric and closer to the octahedral one. For 
that reason the splitting of these two triply 
degenerate manifolds must be smaller and their 
components must become closer to the respec- 
tive bulk states. That is exactly what happens to 
the band at 1 .O + 1.15 eV in the experiment: a 
new feature appears at 0.9 eV which corre- 
sponds to the 3B2 surface state shifted down 
towards its parent bulk manyfold at about 0.75 
+ 0.8 eV. We consider all these observations as 
an indication of certain problems existing in 
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simultaneous interpretation of the optical and 
EELS spectra of NiO. We can not assign reli- 
ably the band at 1.0 f 1.15 eV in the absorption 
spectrum. However, the shoulders at 0.75 and 
2.15 eV are not assigned by other authors. 

Another available set of experimental data is 
that on the states of COO. Here as in the case of 
NiO the number of observed bands in the EELS 
spectra [22] is much smaller than the number of 
calculated states. The data presented in [22] are 
less detailed than those in [21] and the weak 
peaks are not seen on the graphs given in the 
former work. Nevertheless, in the framework of 
the above hypothesis concerning the assign- 
ments of the EELS states we try to interpret 
available data and correlate our results with the 
optical absorption measurements [25]. This is 
done in Table 2. Of certain interest is the corre- 
spondence of results of our simple semi-em- 
pirical calculations with the elaborated ones of 
Refs. [19,26]. We can say that the bulk states 
coming from the 4F atomic state obtained in the 
both calculations fairly coincide. However, in 
the calculations Ref. [19,26] the lowest energy 
excited 4E state lays much lower than in our 
calculation. However, one more possibility must 
be taken into account in the course of the 
interpretation of the HREELS data [27]. This is 
the Jahn-Teller distortion of the ground 4T,g 
state of the Co2+ ion. Indeed, the Co0 crystal is 
tetragonally distorted (see Refs. [19,25] and ref- 
erences therein) such that one pair of cxygen 
ions is closer to the Co atom by 0.025 A then 
the other four ions. In agreement with [19] this 
results in a weak Jahn-Teller distortion which 
is all the same too small (0.014 eV> to explain 
the observed HREELS peak at w 0.05 eV [27]. 
However, with this geometry of distortion 
(compressed octahedron), the ground state of 
the Co’+ ion remains spatially degenerate (4E 
rather than 4A2g) and thus further distortion is 
possible. The situation is pretty close to that in 
the truns-[Co(H,O),Cl,] complex which is also 
distorted from the C,, symmetry due to the fact 
that the ground state of the symmetric complex 
is spatialy degenerate [28] and some very low- 

energy excited states appear due to the Jahn- 
Teller splitting of the latter. In our calculation 
we assumed that further distortion is an elonga- 
tion of a Eair of the equatorial Co-O distances 
upto 2.17 A. This yielded the splitting of - 0.03 
eV. By the order of magnitude this is in agree- 
ment with that observed in the HREELS experi- 
ment [27], however, this is certainly beyond the 
accuracy of our approach, since at that scale the 
corrections necessary because of the cluster ap- 
proximation itself (in first place due to the 
charge distribution inconsistency) are larger than 
this tiny value. Nevertheless, we would like to 
draw attention to the possibility that the low-en- 
ergy (0.05 eV> feature in the HREELS spectrum 
[27] appears due to the Jahn-Teller distortion of 
the 4E ground state of the tetrahedrally distorted 
COO:“- cluster. 

5. Conclusion 

In the present paper we give an account of 
the effective crystal field (ECF) method and 
analyze the preliminary results of its application 
to the calculation of the d-level splitting and 
d-d spectra in the oxides of divalent man- 
ganese, iron, cobalt and nickel. This method 
allows one to perform systematic calculations of 
the ligand field for various ligand environments. 
From the present results we can conclude that 
the calculations by the ECF method [7] provide 
important supplementary information to the ex- 
perimental probes of the electronic structure of 
TMO. There is certain discrepancy when the 
ECF method parameterized for the transition 
metal hexahydrates is extended to the transition 
metal oxides. Two options to escape these con- 
tradictions can be foreseen: (i) some more de- 
tailed measurements on the optical absorption 
spectra might be useful to decide definitively 
whether the low-energy bulk electronic transi- 
tion is present in the spectrum of NiO; (ii) 
perhaps, in order to reproduce experimental val- 
ues of 1ODq the ECF method when applied to 
the TMO’s requires more elaborated reparame- 
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terization to take into account distinctions in the 
atomic basis of oxygen atoms in different envi- 
ronments: H,O in an isolated complex and O*- 
in the crystal. 
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