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I. INTRODUCTION

There is a flourishing symbiosis between theoretical chemistry
and physics when it comes to treating the solid state. In the 21st
century, ab initio calculations not only guarantee a thorough un-
derstanding of existing phenomena but are also of tremendous
help in the prediction of fascinating new materials. One of the
cornerstones of chemical theory, however, has always been the
quest for simple, yet powerful models that can be easily visualized,1

and such models are particularly valuable when dealing with ex-
tended, three-dimensional structures, i.e., crystals. Here, the quan-
tum-mechanical information is typically expressed in reciprocal
space, which often poses a serious problem for both chemical in-
tuition and imagination.

To overcome such difficulties in the framework of density-
functional theory (DFT), the crystal orbital Hamilton population
(COHP) analysis was introduced in 1993,2 a DFT successor of
the familiar crystal orbital overlap population (COOP) concept3

based on extended H€uckel theory.4 COHP is a partitioning of the
band-structure energy in terms of orbital-pair contributions, and
it is therefore based on a local basis (the so-called tight-binding
approach) as is commonly used in chemistry and parts of physics
as well. Given that the interaction between two orbitals (say, the
μth and νth one), centered at neighboring atoms, is described by
their Hamiltonian matrix element Hμν = Æφμ|Ĥ|φνæ, the multi-
plication with the corresponding densities-of-states matrix then
easily serves as a quantitative measure of bonding strength because
the product either lowers (bonding) or raises (antibonding) the
band-structure energy. Thus, energy-resolved COHP(E) plots
make bonding, nonbonding (no energetic effect), and antibond-
ing contributions discernible at first glance, just like the earlier
COOP(E) plots. Accordingly, COHP analysis has successfully
answered numerous questions and furthermore made useful

predictions in the “chemical” language of local, atom-centered
orbitals5 together with the underlying density-functional theory.

Physics, on the other hand, has been following alternative
pathways. Bloch’s theorem6 suggests handling periodic systems
quite differently, and the wave functions of the crystal are easily
constructed in terms of plane waves that form an orthonormal
and, in principle, complete description of the Hilbert space. In
fact, plane waves appear as a natural (yet highly nonchemical!)
choice for any crystalline system, and the price paid is obvious
from the fact that the atomic nature of thematerial at hand is hidden
in a plane-wave expansion; in addition, the atom’s nodal structure is
totally removed by a numerically tractable pseudopotential ansatz.
Today, an abundance of plane-wave electronic-structure codes is
available,7 and plane-wave calculations have become the method of
choice for fast, yet reliable theoretical materials science.8

To nonetheless apply chemical thinking, a couple of attempts
have been carried out to reconstruct local quantities such as
Mulliken charges from the results of plane-wave calculations.
Already in 1995, S�anchez-Portal et al. introduced a projection
technique9 that enabled studies on a broad range of different
solids;10 the idea is similar to the one presented in this work. To
date, however, no attempts have been made public for re-for-
mulating a COHP-like quantity as well. Given that such amethod
exists, insightful chemical models will be available even when
relying upon nonchemical computational approaches, namely
the state-of-the-art plane-wave codes.

This paper is organized as follows. In section II, we describe
the underlying theory and then develop the technique which we
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bonding indicators. Because the latter require the crystal orbitals to be constructed
from local basis sets, the application of the most popular density-functional theory
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way to re-extract Hamilton-weighted populations from plane-wave electronic-
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metallic crystals (diamond, GaAs, CsCl, and Na). For the first time, this chemical bonding information is directly extracted from the
results of plane-wave calculations.
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dub “projected COHP” (pCOHP); furthermore, details of all cal-
culations are given. In section III, we describe applications of the
new method to well-known covalent, ionic, and metallic model
systems: diamond, gallium arsenide, cesium chloride, and sodium.
In section IV, we summarize our findings and give an outlook on
future work.

II. THEORY AND METHODS

A. Projected Crystal Orbital Hamilton Populations. Let us
assume we have succeeded in a self-consistent electronic-structure
calculation using a plane-wave basis set with a fine-meshed k-point
set in reciprocal space to comply with Bloch’s theorem. As a result,
we obtain the band functionsψj(k,r) in which j denotes the band
number, and any given band function may be expressed as

ψjðk;rÞ ¼ ∑
G
CjGðkÞ expfiðkþGÞ 3 rg ð1Þ

At first sight, these band functions are just a mathematical
construct, namely a linear combination of plane waves using
reciprocal lattice vectors G and expansion coefficients CjG(k).
Such an expansion, however, describes the system’s electronic
structure as accurately as a linear combination of atomic orbitals
(LCAO) would have done. In other words: the LCAO wave
functions and the band functions ψj(k,r) must closely resemble
each other, despite their grossly different origin. We write down
such a k-dependent LCAO functionΦj(k,r) for the jth band by
combining atom-centered, orthonormal one-electron functions
(orbitals) φμ(r) with coefficients cjμ(k):

Φjðk;rÞ ¼ cjμðkÞ φμðrÞ þ cjνðkÞ φνðrÞ þ ::: � ψjðk;rÞ ð2Þ
Figure 1 exemplifies both expansions from a band function

|ψjæ obtained in a periodic plane-wave calculation for the carbon

monoxide molecule, CO, looking along the C�O direction. The
alert chemist will realize that |ψjæ resembles the 3σ molecular
orbital and is composed mainly of a carbon 2s atomic orbital.11

Thus, the band function’s overlap with a local, true s orbital |φ1æ
will be significant for reasons of symmetry while it is exactly zero
with respect to a p orbital |φ2æ because both are perpendicular to
each other.
We stress that the choice of localized orbitals {|φμæ} is, in

principle, arbitrary9 or, more positively expressed, a matter of
chemical choice. This is delightful, because we may employ any
basis set that is well-suited to our respective chemical question;
one might choose, for example, orbitals of the well-known Slater
type. Nonetheless, we still need to quantify how well any basis
set allows us to simulate the plane-wave band functions |ψj(k)æ.
Therefore, we calculate the overlap matrix between the band
functions and the local orbitals |φμæ; for reasons that will become
clear in the sequel, we name it the “transfer matrix” T(k), and its
elements are given as

TjμðkÞ ¼ ÆψjðkÞjφμæ ð3Þ
Within the LCAO paradigm, we would extract the chemical

information directly from the atomic orbital coefficients c, and
multiplying two coefficients cμ and cν yields the density-matrix el-
ement Pμν. Similarly, when using plane waves, the analogous in-
formation is stored in the transfer matrix. Wemay thus calculate a
projected density matrix P(proj) for every band j and every k point,
and its elements are

PðprojÞμνj ðkÞ ¼ T
�
jμðkÞ TjνðkÞ ð4Þ

Finally, to implement a COHP-like technique, we need to
retrieve the Hamiltonian matrix elements Hμν(k) expressed in
the basis of the local functions. We do this by using the for-
mulation of ref 9, and then the plane-wave Hamiltonian Ĥ(PW)

expanded in the framework of a complete basis is

HðprojÞ
μν ðkÞ ¼ ÆφμjĤðPWÞjφνæ

¼ ∑
j
ÆφμjψjðkÞæεjðkÞÆψjðkÞjφνæ ð5Þ

which is simply

HðprojÞ
μν ðkÞ ¼ ∑

j
εjðkÞ T�

jμðkÞ TjνðkÞ ð6Þ

We now have both matrices available, transferred from a plane-
wave to an orbital picture, and we may construct an analogue to
the traditional COHP, which we call the “projected crystal orbital
Hamilton population” (pCOHP) from now on:

pCOHPμνðE;kÞ ¼ ∑
j
R ½PðprojÞμνj ðkÞ HðprojÞ

νμ ðkÞ�

� δðεjðkÞ � EÞ ð7Þ
Note that the above expression is energy-dependent because a
delta function ensures that the density matrix only has nonzero
entries at the specific band energy εj(k); alternatively expressed,
the density matrix has been rewritten into a density-of-states
matrix. To obtain the real-space pCOHP(E), the sum over all
orbitals μ (centered at the first atom involved in the bond in ques-
tion) and ν (at the second atom) is calculated, and a subsequent
k-space integration is performed; technically, the latter is most

Figure 1. Schematic illustration of the projection technique from band
function |ψjæ, taken from a periodic VASP calculation of the CO
molecule, to local orbital |φμæ. The band function (drawn in black, top)
resembles a carbon 2s orbital and overlaps with the s-like local function
|φ1æ (middle). Its overlap with the p-like function |φ2æ, however, is zero
due to orthogonality (bottom).
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efficiently done by using the tetrahedron method proposed by
Andersen12 and improved by Bl€ochl.13

B. Computational Details. Plane-wave electronic structure
calculations were performed using density-functional theory (DFT)
in the generalized gradient approximation (GGA) as parametrized
by Perdew, Burke, and Ernzerhof.14 TheVienna ab initio Simulation
Package (VASP),15 version 4.6, was used, employing the usual
means of modeling the core states, namely, Bl€ochl’s projector-
augmentedwave (PAW)method16 for diamond,GaAs, andNa, and
ultrasoft pseudopotentials of the Vanderbilt type17 for CsCl. Sets of
k pointswere selected according to theMonkhorst�Pack scheme,18

and careful checks weremade for convergence with respect to the k-
point mesh and cutoff energy, the latter being 400 eV for diamond,
209 eV for GaAs, 274 eV for CsCl, and 127.5 eV for Na. Cell
parameters were allowed to relax (resulting in a = 2.503 Å for the
primitive unit cell of diamond, a=4.071Å for that of cubicGaAs, a=
3.962 Å for CsCl, and a = 4.187 Å for Na) with a convergence
criterion of ΔE e 10�5eV. Electronic structures were optimized
until residual energetic changes were smaller than 10�7eV.
For the pCOHP projection technique, the transfer matrix

elements were calculated using a VASP-internal subroutine and

taken from the resulting output file. Local functions (centered at
the respective atomic positions RA) were constructed within VASP
using Bessel functions15,19 as a simple orbital substitute in the
range of |r � RA| e RWS and assuming zero value outside the
Wigner�Seitz spheres. The Wigner�Seitz radii were set to
RWS(C) = 0.863 Å, RWS(Ga) = 1.402 Å, RWS(As) = 1.217 Å,
RWS(Cs) = 2.831 Å, RWS(Cl) = 1.111 Å, and RWS(Na) = 1.757 Å,
as recommended by the VASP manual.20 A minimal basis of one
s-like, three p-like, and (for GaAs and CsCl) five d-like functions
was used for projection. A custom program21 was employed to
read these projection values from the VASP output and subse-
quently calculate projected density-of-states matrices (implementing
eq 4), Hamiltonian matrices (eq 5), and the projected COHP
(eq 7). Integration in reciprocal space was finally performed using
the tetrahedron method as described above, to arrive at an
energy-resolved pCOHP(E) plot.
For a comparison with the traditional, direct COHP method,

we also performed linear muffin-tin orbital (LMTO) calculations
with the all-electron, quasi-relativistic tight-binding LMTO pro-
gram in the atomic spheres approximation (TB-LMTO-ASA, ver-
sion 4.7),22 employing the local density approximation (LDA) as
tabulated by von Barth and Hedin.23 Optimized cell parameters
were taken from the VASP calculations. DOS and COHP plots
were finally generated using the wxDragon24 visualization tool.

III. APPLICATION

A. Diamond.Diamond is both a simple and well-suitable model
substance for our first projected COHP. As described above, ele-
ctronic-structure calculations were performed with the VASP and
also LMTO packages for arriving at self-consistent DFT ground
states.
Figure 2a shows the resulting plane-wave DOS and pCOHP-

(E) plots side by side together with, for reasons of comparison,
the traditional DOS and COHP plots that rely on short-ranged,
atomic-like LMTOs. We stick to the usual way of displaying
COHPs, namely drawing negative (i.e., bonding) contributions
to the right and positive (i.e., antibonding) to the left, and we
remind the reader that integrated COHPs are pairwise contribu-
tions to an effective one-particle energy, the so-called band-struc-
ture energy. We also stress that all interpretation of chemical
bonding given here is qualitative, and we deliberately do not add
a scale to the horizontal axis because we consider it of no additional
value, at least at the present time.
As seen from the DOS plots, both LMTO and VASP arrive at

essentially superimposable valence bands, despite the extremely
different basis sets and, also, the somewhat differing exchange�
correlation functionals, just as expected. With respect to the
chemical bonding, all valence states (below the Fermi level εF)
appear as bonding while antibonding states (above εF) are detected
solely in the conduction bands. This result is equally found for
the projected COHP and the traditional COHP. Also, the shapes
of the valence and conduction bands, in particular no energetic
separation whatsoever between the 2s and 2p orbitals, indicate
very strong orbital mixing (“hybridization”), quite typical for
elemental carbon because of the similar spatial extent of 2s
and 2p.
There are also some VASP/LMTO differences, however, in

particular within the unoccupied bands where both DOS plots
begin to differ in shape, but this is unimportant for the chemical
bonding.More subtle differences are found by comparing COHP
and pCOHP below the Fermi level, despite the fact that all

Figure 2. Density-of-states (DOS) and crystal orbital Hamilton popu-
lation (COHP) analysis for the nearest-neighbor interactions in (a)
diamond, (b) GaAs, (c) CsCl, and (d) Na, showing “traditional”
calculations based on atom-centered LMTOs (left) and plane-wave
calculations using the newly introduced pCOHP method (right). DOS
are given in states per electronvolt and cell, and COHP/pCOHP are
given per cell. All energies are shown relative to the Fermi level εF.
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essential chemical information (that is, the pCOHP shape showing
bonding and antibonding interactions) is correctly reproduced.
Also, we stress that the traditional COHP, which relies on a
highly specialized local basis set, should not be looked upon as a
kind of standard that needs to be perfectly imitated by the plane-
wave derived pCOHP.
Before moving on to the next example, let us discuss one more

technical point, namely, the convergence of results with respect
to the basis-set size (as controlled by the cutoff energy Ecut) and
the density of the k-point mesh. Commonly, one ensures this
convergence by increasing both parameters until the predicted
total electronic energy E or lattice parameter a no longer differs
from the prior result. Here, we investigate this behavior for the
pCOHP as well. It is convenient to compare the integrated values
of the projected COHP; the latter is defined, in analogy to the
traditional integrated COHP (ICOHP), by calculating the en-
ergy integral up to the highest occupied bands:

IpCOHPðεFÞ ¼
Z εF

pCOHPðEÞ dE ð8Þ

All three quantities (energy, lattice parameter, integrated
pCOHP) were calculated using various values of both cutoff

energies and number of k points Nk, and then they were plotted
using a normalized scale, for simple reasons of convenience. Figure 3
displays the results.Upon increasing the plane-wave basis set (i.e., the
cutoff energy), the integrated pCOHP values converge smoothly,
in a way comparable to the behavior of the other two quantities.
To put it simply, a pCOHP analysis requires no larger basis set
than the preceding electronic-structure calculation does. With
respect to k point grid size, the convergence behavior displayed
in Figure 3 is quite comparable. Using a rather compact 8� 8� 8
Monkhorst�Pack grid, as is common for calculations on dia-
mond, neither energy nor pCOHP deviate by more than 0.01%
when compared to a more costly 12 � 12 � 12 grid. These are
perfectly acceptable results in terms of convergence.
B. Gallium Arsenide. In going from diamond to the almost

isotypical GaAs crystal, the problem gets slightly more sophisti-
cated: first, the larger number of orbitals will end up in a more
complicated electronic structure. Second, different species of
atoms are involved; thus the difference of electronegativities in-
troduces a (small) electrostatic contribution.
The two DOS figures in Figure 2b, again, indicate almost super-

imposable electronic structures, in particular concerning the va-
lence region, despite the very different basis sets and differing
exchange�correlation functionals. Somewhat simplified, the va-
lence region is almost entirely composed of arsenic 4s (around�
12 eV) and 4p bands (between�7 eV and the Fermi level), and
the internal gap (at around �9 eV) reflects the weaker mixing
between 4s and 4p orbitals.
Figure 2b also shows the results of the Hamilton population

analysis using both traditional and projected COHP approach.
Once again, the crystal’s chemical bonding is well described, and
the entire valence band results as being bonding. Nonetheless, a
small weakness is obvious from the pCOHP plot: while the en-
ergetically lowest (4s) levels are seemingly overestimated in their
bonding character as compared to the traditional COHP’s pre-
diction, the higher-lying with mostly 4p character (in particular
those close to εF) are underestimated. An explanation is fairly
obvious, at least qualitatively. Just like in the first COHP pub-
lication,2 the projection routine has been limited to a minimal
basis, that is, one s, three p, and five d orbitals for GaAs, and we
expect improved results for a larger basis. The aforementioned
problem becomes even more serious when choosing simple
Bessel functions (readily available in VASP) as a primitive re-
placement of real atomic orbitals; in comparison, the traditional
COHP method uses density and Hamiltonian matrix elements
directly obtained from the highly specialized localized muffin-tin
orbitals. In addition, the projection is performed using identical
Wigner�Seitz spheres for all orbitals of a given atomic species,
and this does not comply with the grossly different spatial extent
of these atomic orbitals, in particular 4s and 4p; finally, the formal
requirement of nonoverlapping Wigner�Seitz spheres is absent
in the LMTO calculations used here. To name but an example, a
larger Wigner�Seitz radius for arsenic (RWS(As) = 1.447 Å) was
employed by the TB-LMTO-ASA program, as compared to
RWS(As) = 1.217 Å in our projection technique. Further studies
are currently being undertaken to optimize the basis functions
used for projection, assessing, e.g., well-fitting linear combina-
tions of Slater-type orbitals.
C. Cesium Chloride. Cesium chloride may seem a surprising

subject, because the concepts presented here refer to our typical
notion of covalent bonding through orbital interactions. Let us,
nonetheless, treat a paradigmatically ionic crystal with the methods
developed so far.

Figure 3. Convergence of results with respect to (a) cutoff energy and
(b) k point grid according to the Monkhorst�Pack scheme. Predicted
total energies E (open circles), cell parameters a (triangles), and in-
tegrated pCOHP at the Fermi level εF (filled circles) have been
normalized to unity, respectively. Parameters used for the pCOHP
analysis as shown in Figure 2 are indicated by a vertical line.
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As a rule of thumb, the more localized the bonding electrons,
the narrower and “simpler” the bands.25 The VASP- and LMTO-
derived densities-of-states are plotted in Figure 2c and, not too
surprisingly, they do look very simple and consist of one area
right below εF and one above, at 8( 2 eV, in the virtual bands. A
moment reflection or a partial DOS analysis (not shown) reveals
that the valence area is almost completely composed of filled
chlorine 3p bands while the conduction band is just the unoccupied
cesium 6s level. Note that the more localized basis set (LMTO)
also leads to a more localized description of the material if
compared to the VASP result: within the filled bands, both DOS
shapes look alike although VASP tends toward slightly larger
delocalization. Coming back to the chemical bonding looked at
with an orbital tool, even the classical electrostatic notion (one
electron jumping from Cs to Cl) is recovered because it is favorable
to have electron density at the chlorine anion (where the states
have bonding character, and are filled), but not at the cesium
cation. Thus,COHPand also pCOHPanalysis describe the bonding
in CsCl efficiently, justifying its use on bonds with strong elec-
tronegativity differences. While cesium chloride itself is not a
thrilling subject, there are many “ionic” solids that are.
D. Sodium: The Other Extreme.We have started our discus-

sion with typical covalent solids and have moved on to a highly
ionic substance. To round out the picture, we finally discuss a clearly
metallic system, namely, crystalline sodium, and limit ourselves
to a description of the 3s orbital actively involved in what a chemist
or physicist defines as “metallic bonding”. Figure 2d contrasts
LMTO calculations (obtained by downfolding the 3p states, as
described in detail in ref 26) with our plane-wave technique. As is
clearly visible, theCOHP shows pairwise interactions in an occupied
(bonding) and an unoccupied (antibonding) band. Note that the
density-of-states closely resembles what is to be expected for a
free electron gas,27 consistent with the notion of completely
“delocalized bonds” in metals. The DOS obtained from VASP
(for direct comparability with LMTO, we only show the 3s
contributions) looks qualitatively alike and so does the pro-
jected COHP analysis. We have thus exemplified that all three
“classical” concepts of bonding in solids—covalent, ionic, and
metallic—can be correctly described not only by the traditional
but also by the projected COHP technique. Of course, there
exists only one electronic structure that we humans interpret in
different ways.

IV. CONCLUSIONS

In this paper, we have shown how to derive an energy-resolved
local bonding analysis based on the results of plane-wave elec-
tronic-structure calculations, defined as “projected crystal orbital
Hamilton population” (pCOHP). Starting from any given atom-
centered, orthonormal basis set {|φμæ}, both the density matrix
P(k) and Hamiltonian matrix H(k) can be reconstructed using
properly calculated transfer matrices that refer to such a basis.
Once bothmatrices are known, the calculation of a COHP analogue
is straightforward. Thus, it is no longer necessary to calculate the
band functions using specialized local orbitals (as in the TB-
LMTO-ASA or the extended H€uckel methods which are, so far,
the only ways of performing a COHP analysis), but onemay stick
to fast and efficient electronic-structure calculations with any
plane-wave program of choice. Then follows the projection
technique, which demands orders of magnitude less computa-
tional power.9 Even a crude approximation for the local basis
such as Bessel functions, which is the only one available in this

context so far, provides a chemically correct interpretation of the
crystals’ bonding.

The feasibility of the pCOHP method has been demonstrated
using four textbook examples, and all chemical information as
exemplified by the traditional COHP analysis has been recov-
ered. The advantage of the new pCOHP approach, however, will
be obvious from more complex materials, in particular those that
canno longer be considered as being close-packed: chemical bonding
studies in absorption, surface processes, and low-dimensional
materials that pose enormous difficulties for tight-binding LMTO-
ASA but not at all for plane-wave approaches.

Remaining, more technical problems deal with the optimiza-
tion of the sort and spatial extent of the local orbitals to be used
for projection. Additionally, we are currently designing a versatile
program that will not only calculate the projection values in-
dependent of VASP but will also be compatible with a multitude
of available plane-wave codes. This, together with more complex
chemical studies, will be the subject of a forthcoming publication.
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